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Abstract: The l1-norm regularization is commonly used when estimating (generalized) lin-
ear models while enforcing sparsity. The automatic feature selection embedded in such an
estimation is however known to be highly unstable since, among correlated features, an l1
penalty tends to favor the selection of a single feature, essentially picked at random.
This paper introduces a modified optimization objective to stabilize LASSO or similar ap-
proaches. The solution to this modified problem is constrained by a norm ball rescaled
according to the variances of the predictor variables. We further describe how such problems
can be efficiently solved through proximal optimization.
Classification experiments conducted on several microarray datasets show the benefits of the
proposed approach, both in terms of stability and predictive performances, as compared to
the original LASSO, Elastic Net, Trace LASSO and a simple variance based filtering.
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1 Introduction

Feature selection aims at improving the interpretability
of predictive models and at reducing the computational
cost when predicting from new observations. Such a se-
lection is also desirable when it is a priori known that
the model should be sparse or to prevent overfitting.
This is especially relevant when the number p of in-
put features, or predictor variables, largely exceeds the
number n of training observations. In such contexts,
feature selection can also increase the predictive per-
formances.

The l1-norm is often used to regularize (generalized)
linear models while performing an automatic feature se-
lection by driving most model coefficients towards zero.
The LASSO method [2] precisely combines such a reg-
ularization with a least square loss for estimating a re-
gression model.

Predictive models estimated with a LASSO penalty are
however known to be highly unstable, which means that
small data perturbations can imply drastic changes in
the subset of automatically selected variables. The lack
of stability of the LASSO is generally attributed to
the fact that, among several correlated features, an l1
penalty tends to favor the selection of a single feature,
essentially picked at random. In contrast, univariate
filter methods, such as a t-test feature ranking, rely on
general statistical characteristics of the data, which are
much less sensitive to small data perturbations. Such
simple selection methods are typically more stable but

ignore the possible correlations between features and
are not embedded into the estimation of a predictive
model.

The S-LASSO method detailed in section 2 relies on a
modified optimization objective to stabilize the LASSO.
The solution to this modified problem is constrained
by a norm ball rescaled according to the variances
of the predictor variables. In contrast to the Elastic
Net [5] and Trace LASSO [1] approaches, which fa-
vor the joined selection of correlated features, S-LASSO
tends to discard low variance features because they are
expected to be less informative.

2 A scaled proximal method for feature
selection

Let X = (x1, . . . ,xn)T ∈ Rn×p be the design matrix
made of n training observations in Rp, and y ∈ Rn be
the response vector. Learning the weight vector w of
a simple linear model y = wT x + ε, where ε denotes a
Gaussian noise with 0 mean and variance σ2, is com-
monly phrased as a convex optimization problem of the
form

min
w∈Rp

f(w) + Ω(w), (1)

where f : Rp → R is a convex differentiable loss func-
tion and Ω : Rp → R is a convex norm, not necessar-
ily smooth or Euclidean. The Ω regularization term
aims at reducing over-fitting by penalizing large abso-
lute weight values, for which small input changes would
have a significant impact on the predicted output.



In this work we propose to modify the general opti-
mization problem (1) while rescaling the norm penalty
according to individual feature variances:

min
w∈Rp

f(w) + λ

p∑
j=1

1
rj

Ω(wj), (2)

where vector r ∈ Rp is proportional to the feature vari-
ances. We note that those variances are estimated be-
fore centering and normalizing the data to unit variance
as usual when estimating a LASSO model. The pro-
posed method also offers a general framework beyond
this specific choice of variance weighting. In practice,
any vector r can be used to favor the selection of some
variables a priori believed to be more relevant. This
modified objective can be straightforwardly used with
any penalty that can be decomposed component-wise.
We focus on the l1-norm as a special case of interest
but we also report positive experimental results with
an Elastic Net penalty. As compared to (1), the regu-
larization ball associated to Ω(w) now takes the form
of an ellipsoid elongated along the directions of higher
variance. In other words, the regularization constant λ
is rescaled in a component-wise fashion.

The proposed method is related to the Adaptive
LASSO [4] which also penalizes the l1 penalty
component-wise with adaptive weights. These weights
are initially equal to the ordinary least square estimates
and iteratively updated under the control of an addi-
tional tuning parameter. In contrast, S-LASSO does
not require such an additional parameter and iterative
reweighting as it relies on the observed variances along
each dimension. The proposed framework is also not re-
stricted to the l1 penalty. Modification to the LASSO
by some form of variance weighting has already been
proposed in [3]. This related work describes bounds on
the prediction error and oracle properties while we fo-
cus on the improved stability of the embedded feature
selection as a result of such variance weighting. We
also show how the S-LASSO modified objective can be
efficiently solved through proximal optimization.

The modified objective (2) promotes stability since the
identity of high variance features is expected not to
change much while varying the data sampling. As
shown experimentally, the predictive performances may
also be improved since low variance features across
learning observations are expected to be less informa-
tive for prediction. We also show that solving (2) offer
better results than simply pre-filtering features based
on their variances. We further detail how this modified
objective can be efficiently solved through proximal op-
timization.

3 Results

We report experimental performances of the proposed
method with a lasso or Elastic Net penalty, and re-
fer to those approaches as S-lasso and S-enet re-
spectively. The competing approaches are the original
lasso or enet with a logistic loss. We also report the
performances obtained with trace lasso adapted to
a classification problem. Since s-lasso and s-enet use
the individual feature variances to modify the optimiza-
tion objective, we also compare to variance ranking,
which is a filter method keeping only a desired num-
ber of features with the largest variances. Our exper-
iments conducted on 5 microarray datasets illustrate
the benefits of the proposed approach both in terms
of stability of the gene selection and the classification
performance, as compared to the original lasso, Elas-
tic Net or trace lasso. In contrast, the stability of
Variance ranking is always very high but the predic-
tive performances drop drastically when reducing the
number of selected features.
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